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Stat 431, Fall 2008

Statistical | nference

Homework assignmer Reading Schedul of topics Announcemen

People

| | | I Office hours |
IMikhail . Monday/Wednesday, 10:30 am — 12:00 pm, 466 Jon M.

Instructo Traskin mtraskm@wharto”‘,_(un,[sman Hall

ITA |Oliver Entinellentine4@whartor|| TBA |

Additional help

Visit the StatLab: location and scheduléntip://www-stat.wharton.upenn.edu/~braunsf/statlab.html

L ectures
1203 Steinberg Hall - Dietrich Hall. Monday/Wednagdl:30 — 3:00 pm.
Cour se homepage

Refer tohttp://stat.wharton.upenn.edu/~mtraskin/courseg/31dindex.htmthis page) for
announcements, handouts, homework assignmentslagdnoaterials.

Course description

This course is about making decisions under unogytasing statistical methods. The topics include
estimation, confidence intervals, hypothesis tgstamgle and multiple linear regression, one-way a
two-way analysis of variance, variable selectiogjdtic regression and categorical data analysis.

Interpretation of the results and analysis of aggions is an important part of the courSéatistical
computing packagwill be extensively used to carry out the comgaotet. However no special emphasis
will be made on the details of computations.

Prerequisites

Familiarity with basic probability theory is assuin&tat 430 or equivalent should provide sufficient
background. Otherwise chapters 2, 3, 4 and 5 obthare'sbookwill be a good substitute together w
ashort reviewof fundamental concepts used by the course, wiiiyeProf. David Freedman, University
of California, Berkeley.

Statistical computing package

JMP version 7, available in the Wharton Comg Labs, F75/F80 Jon M. Huntsman Hall (Whar

http://www-stat.wharton.upenn.edu/~mtraskin/courses/stat431/inde 9/5/200¢



Stat 431 Fall 20C Page2 of 3

account required: se#tp://accounts.wharton.upenn.¢dimdividual copies are also available for
purchase atttp://estore.eacademy.comA six-month license costs $29.95 and twelve-mas$19.95.

You may also use, an open-source statistical software that is alslel fromThe R Project for Statistic
Computingweb page.

Text book
J. L. DevoreProbability and Satistics for Engineering and the Sciences, 7th ed.
Assignments
Grading
o« Homework assignments: 20% (lowest score excluded)
o Midterm: 30%
o Final: 50%
Homework assignments
Weekly assignments will be due at theginning of lecture each Monday. Problems involving
computer calculations should be worked using JMR bio extensions to the due date will be given.
However, the lowest homework assignment scorebgilbmitted from the final grade calculation.

Unsubmitted work counts as a zero score.

You may work with and help each othbowever you must submit your own solutions, with your own
writeup, unless otherwise noted.

Exams

In-class midterm: date TBA, 1:30 — 3:00 pm, 120&r8terg Hall - Dietrich Hall. No make-up.
Final: Wednesday, December} @:00 — 11:00 am, location TBA.
Both exams are open notes. Calculators may beluget laptops are allowed.

Readings

e Paul F. Velleman, "Truth, Damn Truth, and Statsstidournal of Satistics Education, Volume 16
Number 2 (2008)http://www.amstat.org/publications/jse/v16n2/velemhtml

Schedule of topics

Lectures will closely follow the text which will beccasionally supplemented with handouts on topics
going beyond those covered in the book. A reviewasfic probability theory and common distributions,
e.g. chapters 2, 3, 4 and 5Devore might be useful. Topics discussed in sectiong@rbmial
distribution), 4.3 (normal distribution) and 5.4(dral limit theorem) are of special interest.

“Lec#” Date || Topic | Text ”
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01 Wed 03 Introduction/overview
Sep
02 Mon 8 Normality; boxplots; QQ plots (probability plots) L4,
Sep 4.6
03 \é\/eepd 10 Confidence intervals: known variance; Large-sanijike
04 Mon 15 ||Confidence intervals for population proportion; Qlaknown variance; Non-
Sep normal population distribution
05 \é\gepd 17 One-sample hypothesis testing
ggg 22 One-sample hypothesis testing

[Two-sample inference: testing and intervals |
[Two-sample inference: testing and intervals |
[Single factor (one-way) ANOVA |
[Single factor (one-way) ANOVA |
[Two factor (two-way) ANOVA |
[Two factor (two-way) ANOVA |
|Simple linear least-squares regression |
|Simp|e linear least-squares regression; Correlataificient |
|Simp|e regression and variable transformation |
|
|
|
|
|
|
|
|
|

|Simp|e nonlinear regression; polynomial regression
|Multiple linear least-squares regression

|Multiple linear least-squares regression

|Variable selection

|Logistic regression

|Categorica| data analysis: goodness of fit
|Categorica| data analysis: goodness of fit
[Bootstrap

[Distribution-free procedures
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