
Graph Theory and Networks 

OIDD 915 

Spring 2019 

 

 

Instructor: Monique Guignard-Spielberg 

 JMHH 5th floor 

 Best contact method: guignard_monique@yahoo.fr 

 

Textbook: Required: 

  Network Flows  

   by Ahuja, Magnanti and Orlin  

   Prentice Hall, 1993 

 

                       Recommended as a more theoretical complement: 

 Graph Theory 

    by R. Diestel 

   Springer, 5th edition, 2017 

 

 As an introduction to the course, students may want to 

look at the following link, the file is based on the first set 

of Orlin’s slides that accompany the textbook, and 

contain information pertaining to the version of the 

course offered in 2010:  

https://www.slideserve.com/malachi-ashley/opim-915-

fall-2010 

 

 

https://www.slideserve.com/malachi-ashley/opim-915-fall-2010
https://www.slideserve.com/malachi-ashley/opim-915-fall-2010


Classes Chapter HW  

 

 1 ch. 1, introduction, 1-22 1.1, 1.4, 1.7, 1.10 

 2 

 3 ch. 2, paths, trees and cycles, 23-52 2. 1, 2.4, 2.6, 

   2.13, 2.14, 

   2.21, 2.22, 

   2.23, 2.32, 

   2.36, 2.45 

 4 

 5 

 6 ch. 3, algorithm design and analysis, 53-92 3.1, 3.4, 3.5, 

  3.9, 3.10, 

 3.11, 3.15, 

 3.22, 3.26,  

 3.35, 3.36,  

 3.37, 3.45, 

 3.53  HW1 

 7     

 8          ch. 4, shortest paths: label setting  4.3, 4.4, 4.6, 

 algorithms, 93-132                                 4.7, 4.13, 

4.14, 4.15, 

4.16, 4.28, 

4.37, 4.46, 

4.50 

 9 

 10   HW2     

 11 ch. 6, maximum flows: basic ideas, 6.1, 6.4, 6.6,   

  166-206                                            6.12, 6.13, 

 6.18, 6.25, 

 6.32, 6.37 

   6.48 

 12 

 13 

 14 ch. 7, Maximum flows: polynomial  7.1, 7.2, 7.3, 

  algorithms, 207-249                      7.4, 7.9, 7.11 

 

 15 

 16 

 17 ch. 9, minimum cost flows: basic  9.2, 9.16 HW3 

  algorithms, 294-356                      9.22, 9.23,    

 9.41, 9.44,  

  9.55 

 18 

 19 



 20 ch. 13, minimum spanning trees, 510-542 13.2, 13.6, 

   13.38, 13.43 

 21 

 22 

 23 

 24 ch. 17, multicommodity flows, 649-694 17.4,17.14, 

   17.20, 17.32 

   17.34 

 25    HW4 

 26 in-class project presentations    

     

   

 

 

The problems listed in the third column are meant to help deepen the understanding of the 

material covered. Some of these problems will be discussed in class, all must be prepared before 

the next class.  Some students will be asked to present their solutions.  

 

HW: homework problems may be prepared in groups.  However solutions must be written 

individually. 

Students will also be required to become familiar with selected software programs related, but 

not necessarily identical, to those described in the book. 

A project, done preferably in groups of two or three students, will concentrate on either a new 

algorithm, or an application.  Ideally it should involve some algorithmic implementation and 

testing, and some conceptual development. 

 

The class format will be lectures.  The final grade for the course will be based on the homework, 

the class project and one final take-home exam.  

 

 

================================================================ 

Dr Lee Carlson’s review of the textbook on Amazon (this gives a nice overview of the book 

contents) gave 4 stars , “very complete.” 

 
This book is a comprehensive overview of network flow algorithms with emphasis on cost constraint algorithms. In 
chapter 1 the authors introduce the network flow problems that will be studied in the book along with a discussion 
of the applications of these problems. 
The terminology needed for network flow problems is introduced in Chapter 2, with rigorous definitions given for 
graphs, trees, and network representations. Most interesting is the discussion on network transformations, for 
here the authors discuss how to simplify networks to make their study more tractable. 
An overview of complexity concepts in algorithms is given in the next chapter. A good discussion is given on 
parameter balancing. Pseudocode is given at various places to illustrate the algorithms. 
Chapter 4 discusses shortest-path algorithms, with emphasis on label-setting algorithms. For network modelers 
and designers involved in routing algorithms, there is a nice discussion of Dijkstra's algorithm in this chapter, along 
with a treatment of how to improve on that algorithm by using Dial's, heap, and radix heap implementations. 
A more general discussion of shortest path algorithms follows in Chapter 5, with details on label-correcting 
algorithms. The reader is asked to investigate the Bellman's equations in the exercises. 



The maximum flow algorithm is treated in Chapter 6, and the reader with a background in linear programming will 
see ideas from that area applied nicely here. An application to parallel programming is given also. The maximum 
flow problem is treated using algorithms that improve worst-case complexity in Chapter 7, by employing the 
preflow-push algorithms. Even more approaches to the maximum flow problem are considered in Chapter 8, 
where the reader can find a good presentation of dynamic tree implementations. 
All of the algorithms up to this point are put into the context of the minimum cost flow problem in Chapter 9. It is 
here that optimality conditions become very transparent in the implementation of the algorithms. A very quick but 
helpful discussion is given on sensitivity analysis of the minimum cost flow problem. An interesting application of 
the results is given to the problem of reconstructing the left ventricle in the heart from X-ray projections. 
Polynomial time algorithms for minimum cost flows are discussed effectively in Chapter 10, which is followed by a 
discussion of using linear programming methods in the minimum cost flow problem in Chapter 11. 
The application of combinatorial optimization techniques is the subject of Chapter 12, where matching problems 
are discussed. The authors give a thorough treatment, along with many examples. 
Spanning trees again make their appearance in Chapter 13, via the minimum spanning tree problem. The all-
important Kruskal algorithm is given a detailed treatment, along with a very interesting discussion of matroids. 
Nonlinear optimization via convex cost flows is the subject of Chapter 14, wherein the authors show how to 
transform a convex cost flow problem into a minimum cost flow problem. 
Flow problems that are not conservative at the nodes are the subject of the next chapter on generalized flow 
problems. The solutions of these problems are discussed within the context of augmented forest structures, and 
many applications are given. 
Lagrangian methods are the subject of Chapter 16, where the authors show how to solve constrained shortest path 
algorithms using Lagrangian relaxation. It is here that one can see the interplay between all of the techniques 
introduced so far. Particularly interesting is the discussion on applications to the traveling salesman problem, 
vehicle routing, and network design. 
Flow problems where more than one entity are transferred across the network are the subject of Chapter 17, and 
logistic planners and engineers will find the treatment very helpful. 
Most helpful to those using network flow algorithms in their everyday work is the discussion in Chapter 18 on the 
computational testing of algorithms. The authors give a fine discussion on how to identify bottlenecks, compare 
performance differences between two algorithms, and how to use virtual running times instead of CPU times to 
test algorithms. 
The book ends with a chapter on more applications of network flow problems. Twenty-four applications are 
discussed, the most interesting ones to me being the optimal destruction of military targets, data scaling, DNA 
sequence alignment, automatic karyotyping of chromosomes, minimum project duration, just-in-time scheduling, 
warehouse layout, and inventory planning. 
 

~~~~~~~~~~~~~ 


